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Fully AI-based UAV controllers can rival 

hybrid DRL–PID systems in performance, 

especially under adversarial conditions.
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Result 1: Landing success rates of E2E controller vs 

hybrid controller with and without disturbance

Result 2: Trajectory performance indicative of stable and 

robust learned policy.
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Background

❑Conventional controllers such as PID and linear MPC are effective for flat-surface UAV landings but struggle 

with the nonlinear, underactuated dynamics present in inclined scenarios. 

❑ To our knowledge, this is the first work to explore an end-to-end DRL controller for UAV landing on sloped 

platforms under environmental disturbances. 

Pybullet Physics engine simulation 

environment for Model Training
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An End-to-End Reinforcement Learning Controller for Inclined UAV Landing

Slope Angle (°) Hybrid (%) End-to-End PPO (%)

0 95 95

15 95 80

30 90 55

Table 1: LSR under no disturbance

Slope Angle (°) Hybrid (%) End-to-End PPO (%)

0 95 95

15 100 100

30 95 90

Table 2: LSR with probabilistic disturbances activation
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